운영 체제

CH 0.

* 기본적인 동작

1. 파일의 내용을 저장할 공간을 할당 받고 저장. (= Disk Block, 일반적으론 4kb 단위)
2. Disk에 inode라는 파일의 정보(만들어진 시간, 사람, 접근 제어 정보 등)을 담고 있는 공간을 할당 받음.
3. Inode와 파일을 연결함
4. 컴파일러를 통해 파일을 수행 가능한 바이너리 파일(0,1로 이루어진 파일)로 만듦.
5. 바이너리 파일을 실행할 때에는 task라는 객체를 만듦.
6. task라는 객체를 만들기 위해 바이너리 파일을 우선 RAM에 load함.
7. Task는 RAM의 일부 공간(page frame)을 할당 받고 관리.
8. 기존에 존재하던 task들과 경쟁하며 CPU를 할당받기 위해 노력함.
9. 운영체제는 이런 task들에게 CPU를 할당해줌. (대표적으로 Round-Robin[[1]](#footnote-1) 방식이 유명)

* 임베디드 부팅을 위해선 3개의 파일이 필요하다.

1. Boot loader: 장치들을 초기화해주고 커널, 파일 시스템을 램에 복사해주는 기능
2. Kernel: 프로그램에 대한 자원 할당을 담당한다. 인터럽트 처리기와 스케줄러 등을 포함한다. 주기억장치에 저장된다.

zImage와 uImage는 리눅스 커널 중 하나다. uImage는 zImage의 특정 명령어를 압축한 것이다.

1. 하나의 압축 파일로, 기본적인 명령어, 라이브러리 파일을 압축하여 파일 시스템으로 만든다.

* Daemon: 한번만 실행해 놓으면 지속적으로 동작하는 프로그램 또는 명령어
* Shell: 이용자와 시스템 사이의 대화를 가능하게 해주는 명령 해석기. 이용자가 입력한 문장을 읽어, 그 문장이 요청하는 시스템 기능을 수행하게 해준다. Kernel과 달리 보조 기억 장치에도 저장이 될 수 있다.
* Idle 상태: 하드웨어 장치에서 다음 수행 명령을 기다리는 동안 별다른 작업을 수행하지 않고 기다리는 상태
* Super Block: 유닉스 시스템에서 파일 시스템의 상태를 설명하는 블록
* metadata: 다른 데이터를 설명해주는 데이터. Contents의 위치와 내용, 작성자 정보, 이용 조건, 내력 등이 담겨있다. metadata는 보통 데이터를 표현하기 위한 목적과 데이터를 더 빠르게 찾기 위한 목적이 있다.
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* Microkernel[[2]](#footnote-2): 운영체제의 기본적인 기능을 제공하는 kernel만 남기고 소형화한 것.
* Linux는 monolithic structure[[3]](#footnote-3)를 기반으로 설계되었다. (실제로 kernel 자체는 monolithic이지만 파일 시스템, 디바이스 드라이버, 스케줄링 등 여러 부분에서 모듈을 지원하기에 하이브리드라고 볼 수 있다.)
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* OS = resource manager (system call을 통해 task가 resource를 활용할 수 있게 해준다.)

1. Physical resource

CPU, Memory, Disk, terminal, network 등 시스템 구성요소와 주변 장치

1. Abstract resource (matched with physical)

물리적 자원을 관리하기 위한 추상화 객체들

Ex) task, memory segment, page, protocol, packet

1. Abstract resource (Not matched with physical)

Security, ID access control

* Kernel

1. task manager

task의 생성, 실행, 상태 전이, 스케줄링, 시그널 처리, 프로세스 간 통신 지원

1. memory manager

Segment[[4]](#footnote-4)와 page[[5]](#footnote-5) 관리

1. filesystem

파일 생성, 접근 제어, inode 생성, 디렉터리 관리, super block 관리

1. network manager

네트워크 장치를 socket으로 제공, TCP/IP 같은 통신 프로토콜

1. device driver manager.

주변 장치를 일관되게 접근하도록 해줌

* gcc는 GNU의 Complier다.

Preprocessor, complier, assembler, linker 과정을 통해, 실행파일을 생성할 수 있다.

Preprocessor는 전처리 지시자들을 해석하고, complier는 high level language를 .s 형태의 어셈블리어 형태로 전환한다. Assembler는 .s 파일을 .o 형태의 object file로 변환한다. Linker는 생성된 object file들을 .out 형태의 execute file로 만든다.

* + Symbol은 주소를 갖는 최소 단위로, 크게 RO, RW, ZI 부분으로 나뉜다. RO부분은 보통 ROM에 담기는 것으로 code(function), const variable등이 포함된다. RW는 global variable 중 초기화가 된 variable을 포함한다. ZI은 0으로 초기화가 되거나 초기화가 되지 않은 global variable이다. 그리고 static이 아닌 local variable들은 ZI(stack이나 heap)에 자리잡는다.
  + Object file의 크게 .text, .data, .bss section으로 구성되어 있다. .text는 RO, .data는 .RW, .bss는 ZI에 해당한다. Linker를 이용하여 ELF file을 만들 때, 각 object file의 section들끼리 묶여, ELF file의 segment가 된다. 다른 object file에서 참조한 변수나 코드들을 .rel.data나 .rel.text 등으로 linker될 때 relocate되어 연결된다. ELF format은 RO segment의 segment header table을 시작으로 .init, .text, .rodata로 구성되어 있고, RW segment의 .data, .bss 부분, 메모리에 load되지 않는 .symtab(symbol table), .debug, .line, .strtab, object file의 section을 설명하는 section header table로 구성되어 있다.
* Makefile

파일간의 종속관계를 나타낸 것으로 컴파일러가 순차적으로 실행될 수 있게 해준다.

Make를 쓰게되면 프로그램의 종속 구조를 파악하기 쉽고, 반복 작업의 최소화가 가능하다.

Target, dependency, command, macro로 구성되며, 코드를 단순화시키고, 수정을 용이하게 하기 위해 macro를 사용한다.
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* Program과 process
  + Process는 동작중인 program이다. 디스크에 저장되어 있는 program(파일 형태)이 kernel로부터 자원을 할당 받아 동적인 객체가 된 것이 process라고 할 수 있다.
* Process의 구조

Process의 생김새는 가상 주소[[6]](#footnote-6) 공간에서의 모양을 의미한다. 프로세스는 크게 text, data, heap, stack 부분으로 나눌 수 있다. User space에서 text(함수, instruction 등)는 제일 하위 주소 공간을 차지하고, 그 다음 data(glob var), heap, stack 순으로 차지한다. Local 변수는 stack에, dynamic var는 heap에 동적으로 할당되는데, stack는 kernel, user space의 경계면에서 아래로 커지고 heap은 위로 커진다. 각 영역을 segment 또는 vm\_area\_struct(가상 메모리 객체)라고 한다.

* Process의 생성

Process는 fork()와 vfork()로 생성된다.

* + fork()

fork()는 자식 프로세스를 생성하고, 메모리 영역을 할당하여, 부모 프로세스의 메모리 공간을 모두 복제한다. 하지만 모두 복제하는 것은 비효율적이기 때문에 최근에는 COW 방식으로 기본적으로는 메모리 공간을 참조만 하고 있다가 변경이 확인되면 복제하는 방식으로 변했다. 부모 프로세스와 자식 프로세스는 변수를 공유하지 않는다. fork()는 자식 프로세스가 생성되면, 부모 프로세스에는 자식 프로세스의 PID[[7]](#footnote-7)를, 자식 프로세스에는 0을 반환한다. 에러 시에는 적당한 에러 값을 반환한다.

* + vfork()

fork() 함수는 주로 fork 뒤에 exec()를 실행함으로써 자식과 부모 프로세스를 동시에 실행하는 경우가 많다. 하지만 이럴 경우 불필요한 복제가 일어나기 때문에 오버헤드가 일어날 경우를 위해 vfork()를 사용한다. vfork()는 부모의 메모리 공간을 공유한다. 따라서 부모와 자식이 변수를 공유한다. 따라서 부모와 자식의 race condition을 막기 위해 자식 프로세스가 생기면 부모 프로세스는 sleep된다. vfork()뒤에 바로 exec() 계열 함수를 호출하지 않으면 자식 프로세스에서 변경한 변수가 부모 프로세스에도 적용된다는 위험성이 있다.

* + clone()

쓰레드를 생성하는 함수. fork()는 별도의 메모리 공간을 할당한 뒤 부모 프로세스의 영역 값을 복사하지만 clone()는 메모리 자체를 공유한다. clone()으로 생긴 프로세스의 값 변경이 부모 프로세스에도 적용이 되므로 쓰레드라 봐도 무방하다.

* + exec()

exec() 함수는 사용하던 메모리 공간을 해제하고 새로운 실행파일을 로드하고 실행한다. 즉 exec()를 호출한 프로세스는 실행이 중지되고 새로운 프로세스로 교체된다.

* 한 프로세스에 여러 쓰레드가 동작할 수 있다. 이런 모델을 다중 쓰레드 시스템이라 하는데 쓰레드의 생성은 프로세스의 생성보다 resource가 적게 든다. 하지만 자식 쓰레드에서의 결함이 부모 쓰레드로 전파가 된다는 단점이 있다. 따라서, 쓰레드 모델은 지원 공유에 적합하고, 프로세스 모델을 결함 고립에 적합하다.
* Linux task model

프로세스는 자원과 자원에서 수행되는 수행 흐름으로 구성된다. 이를 관리하기 위해 task\_struct라는 자로 구조를 생성한다. 리눅스 커널은 프로세스와 쓰레드 모두 task\_struct로 관리한다. 프로세스와 쓰레드는 task\_struct에서 해석의 여부에 차이가 있다. 리눅스에서는 프로세스와 쓰레드를 모두 task라는 객체로 관리한다.

리눅스에서는 fork(), vfork(), clone()을 이용해서 프로세스와 쓰레드를 생성한다. fork()와 clone()은 커널의 sys\_clone()을, vfork()는 sys\_vfork() 시스템 호출을 사용한다. sys\_clone()과 sys\_vfork() 모두 커널 내부 함수인 do\_fork()를 호출한다. 리눅스에선 프로세스와 쓰레드 모두 task를 생성하기 때문인데 do\_fork()의 인자로 부모 태스크와의 관계를 지정해, fork()와 clone()을 구별한다.

* + do\_fork()

do\_fork()는 우선적으로 task\_struct를 구성한다. Task의 이름, 부모 task 등을 기록한다. 그 후 task에 자원을 할당한 뒤 수행 가능한 상태로 만들어준다.

Task는 task만의 유일한 id인 PID가 있다. 하지만 한 프로세스 내의 쓰레드는 같은 ID를 공유해야 하는데 이것을 위해 tgid(thread group id)라는 개념이 있다. Task가 처음 생성되면 유일한, PID값을 같게 된다. 여기서 쓰레드면 tgid값에 부모 쓰레드의 PID값을 넣어주고 프로세스면 새로 할당된 PID값을 tgid에 넣어주게 된다.

결과적으로 fork()와 vfork()는 부모 태스크와 pid, tgid가 다르고 clone()은 부모 태스크와 pid는 다르지만 같은 tgid를 가진다.

* task context
  + Context: 태스크와 관련된 모든 정보를 말한다. 태스크 우선순위, CPU 사용량, 태스크 간의 관계, 시그널, 사용 자원, file descriptor 등을 의미한다. Task context는 크게 세가지로 나눌 수 있다.

1. System context

태스크의 정보를 유지하기 위해 커널이 할당한 자료구조.

Task\_struct, file descriptor, file table, segment table, page table 등이 있다.

1. Memory context

Text, data, stack, heap, swap 공간이 포함된다.

1. Hardware Context

문맥 교환을 할 때 수행 현재 실행 위치에 대한 정보를 저장한다.

태스크가 대기 상태나 준비 상태로 전환될 때 다음에 실행될 부분을 저장해둔다.

* task\_struct

1. task identification

태스크를 인식하기 위한 변수들이 있다. PID, TGID, 해쉬.

또한 audit\_struct를 통해 태스크에 대한 사용 접근 권한을 제어하는 UID, EUID, SUID, FSUID등과 사용자 그룹에 대한 접근 관리인 GID, EGID, SGID, FSGID등이 있다.

1. State

태스크의 생성부터 소멸까지 태스크의 상태에 관한 변수다.

Ex) TASK\_RUNNING(0), TASK\_INTERRUPTIBLE(1), TASK\_UNINTERRUPTIBLE(2), TASK\_STOPPED(4), TASK\_TRACED(8), EXIT\_DEAD(16), EXIT\_ZOMBIE(32)

1. Task relation

Task의 가족 관계를 나타내는 구조체, 변수들이 포함된다.

현재 태스크를 생성한 부모 태스크의 task\_struct를 가르키는 real\_parent와 현재 현재 부모 태스크의 task\_struct를 가르키는 parent 필드가 존재한다. 또한 자식과 형제 관계인 children, sibling는 그 관계를 리스트로 저장한다.

모든 리눅스 커널의 태스크들은 init\_tastk로부터 시작해, 이중 연결리스트로 연결되어 있으며, task\_struct 구조체의 tasks라는 리스트 헤드를 통한다. 또한 RUNNING 상태인 태스크들은 run\_list필드를 통해 따로 연결되어 있다.

1. Scheduling information

스케쥴링과 관련이 있는 변수. Prio, policy, cpus\_allowed, time\_slice, rt\_priority등이 있다.

1. Signal information

태스크에게 비동기적[[8]](#footnote-8) 사건을 알리는 매커니즘.

Signal, sighand, blocked, pending

1. Memory information

Memory context에 관한 크기, 접근, 제어에 관한 정보 등을 관리하는 변수들이 있다.

1. File information

Task가 오픈한 파일들에 대한 변수다. Files\_struct 구조체의 files 변수로 접근이 가능하며, inode는 fs\_struct 구조체의 fs 변수로 접근이 가능하다.

1. Thread structure

문맥 교환을 실행할 때 태스크가 어디까지 실행이 되었는지 저장해두는 공간이다.

1. Time information

태스크의 시작시간, 사용한 자원 시간 등등을 위한 변수로, start\_time, real\_start\_time 등이 있다.

1. Format

다른 커널의 컴파일과 이진 포맷을 지원하기 위한 필드가 존재한다.

1. Resource limits

태스크가 사용할 수 있는 자원의 한계를 의미한다. rlim\_max는 최대 허용 자원 수, rlim\_cur는 현재 설정된 허용 자원 수를 의미한다.

* State transition

태스크가 생성되면 TASK\_RUNNING 상태가 된다. 이 후에 스케줄러에서는 여러 태스크 중 실행시킬 태스크를 선택하여 수행시키기 때문에 TASK\_RUNNING은 실질적으로 ready 상태와 running 상태 두가지로 분류할 수 있다. 실행중인 태스크가 상태전이를 할 수 있는 여러가지 경우가 있는데,

1. 태스크가 자신의 일을 다 끝내고 exit()을 호출하면 TASK\_DEAD(EXIT\_ZOMBIE) 상태로 전이된다. 이 상태에선 태스크에 할당되어 있던 대부분의 자원을 반납하고, 태스크가 종료된 이유, 자원 정보들을 유지한다. 이 후에 부모 태스크가 wait()등의 함수를 호출하게 되면 TASK\_DEAD(EXIT\_DEAD) 상태로 전이되어 태스크가 완전히 종료되게 된다. Wait()를 호출하기 전에 부모 태스크가 종료되면 init\_task가 부모가 된다.
2. TASK\_RUNNING(running) 상태인 태스크가 할당된 CPU를 모두 사용하거나 더 높은 우선순위를 가지는 태스크가 나타나면 TASK\_RUNNING(ready) 상태가 된다.
3. SIGSTOP, SIGTSTP, SIGTTIN 등의 시그널을 받은 태스크는 TASK\_STOPPED 상태로 전이된다. 이 후 SIGCONT 시그널을 받으면 다시 TASK\_RUNNING(ready) 상태로 전이된다.
4. TASK\_RUNNING(running) 상태의 태스크가 다른 요청을 기다려야하는 경우 TASK\_INTERRUPTIBLE 등으로 전이된다. TASK\_UNINTERRUPTIBLE은 시그널에 반응하지 않는다는 점에서 다르다. 하지만 중요한 SIGKILL에도 반응을 하지않으면 곤란하기에 TASK\_KILLABLE이라는 상태가 추가되었다.

* 사용자 수준

사용자가 만든 응용프로그램이나 라이브러리를 실행하고 있는 상태다.

커널을 호출하지 않고 독립적으로 스케줄링이 이루어지기 때문에 이식성이 높다. 따라서 context switching이 일어나지 않기 때문에 overhead가 감소한다. 동일한 프로세스의 스레드 1개가 ready 상태가 되면 다른 스레드도 실행을 하지 못하게 되는 단점이 있다. 따라서 blocked를 사용하지 못하고 non\_blocked를 사용해야하는 단점이 있다.

사용자 영역의 쓰레드 n개가 커널 영역의 쓰레드 1개와 매칭된다.

* 커널 수준

CPU에서 커널의 코드를 수행하고 있는 상태다. 사용자 수준과 커널 수준이 1대 1로 매칭이 된다. 쓰레드가 ready 상태가 되도 동일한 프로세스의 다른 쓰레드로 대체가 된다. 하지만 context switching이 많이 일어나기에 overhead가 더 많이 일어난다.

* 사용자 수준에서 커널 수준으로 전이할 수 있는 방법은 시스템 호출 사용과 인터럽트가 있다.

커널 수준에서 실행되는 코드는 리눅스 그 자체다. 따라서 태스크가 생성되면 태스크별로 일정 크기의 stack을 할당한다. 따라서 시스템 호출이 일어나면 stack을 이용하여 작업을 처리해준다.

또한 시스템 호출을 했다면 작업 후 원래 사용자 수준 실행 상태로 돌아가야 하는데, 그 전 작업 상황까지의 상태를 저장해놓는 공간을 pt\_regs라고 한다.

* Runqueue & scheduling
  + Scheduling

여러 개의 태스크 중에서 다음에 실행시킬 태스크를 선택하여 자원을 할당하는 과정을 일컫는다. 실시간 태스크[[9]](#footnote-9)는 0 ~ 99 단계를 사용하며, 일반태스크는 100 ~ 139 단계를 사용한다. 실시간 태스크는 일반 태스크보다 항상 먼저 실행된다.

* 일반적으로 OS에서는 실행가능한 상태의 태스크를 자료 구조를 통해 관리하는데 이 자료구조를 Runqueue라고 한다. 부팅 이후, CPU 별로 하나씩 유지된다. Task가 처음 생성되면 init\_task를 헤드로 하는 이중 연결리스트에 연결되는데 이것을 tasklist라고 한다. TASK\_RUNNING 상태가 되면 runqueue중 하나로 소속된다. 새로 생성된 태스크는 보통 부모 태스크의 runqueue로 삽입된다. 하지만 한쪽의 runqueue가 부하가 일어난다면 다른 runqueue로 이동시키기도 한다. 이런 이동은 비교적 같거나 가까운 도메인의 runqueue로 일어난다.
* FIFO, RR, DEADLINE

실시간 태스크는 우선 순위 결정을 위해 rt\_priority 필드를 사용한다.

* + RR

동일 우선 순위를 가지는 태스크가 여러 개일 경우 타임 슬라이스를 기반으로 스케줄링이 된다.

* + FIFO

동일한 우선순위를 가지는 태스크가 없을 경우, 우선 순위가 높은 태스크부터 수행된다.

* + DEADLINE

현재시간 + runtime < deadline을 이용해, 새로운 DEADLINE 태스크의 완료 여부를 확정적으로 결정할 수 있다. 가장 가까운 DAEDLINE을 지닌 태스크부터 대상으로 선정하며, DEADLINE은 Red-Black tree에 의해 정렬된다.

* 이러한 스케줄링은 태스크의 개수가 늘어날수록 스케줄링에 걸리는 시간이 길어졌기에 태스크에 대한 비트맵[[10]](#footnote-10)이 생겨났다.
* 일반 스케줄링(CFS[[11]](#footnote-11))

CFS는 각 태스크의 CPU 사용시간이 같게 한다. N개의 태스크가 존재하면 정해진 시간을 N으로 나눠 할당해준다. 시간을 너무 촘촘히 나누면 context switching으로 인한 overhead가 일어날 가능성이 크기 때문에 시간 설정을 잘 해주어야 한다. 만약 태스크에 우선 순위가 있다면 그만큼 가중치를 두어 할당 시간을 늘려준다.

스케줄링에는 vruntime이 사용된다. vruntime 또한 key값으로 하여 RBtree에 정렬된다.

결과적으로 태스크가 생성되면 가장 작은 vruntime값을 가지게 되어 빠른 수행을 하게된다. vruntime값은 주기적으로 갱신되며, 가장 작은 vruntime을 갖는 태스크가 다음 수행을 하게 된다.

스케줄러는 언터럽트 후에 need\_resched 필드가 활성화되었거나, 현재 태스크가 타임 슬라이스를 모두 사용했거나, 태스크가 새로이 생겨나거나, 스케줄에 관련된 시스템 호출을 할 경우에 일어난다.

또한 CFS는 한 프로세스의 CPU 점유를 막기위해 group scheduling을 지원한다.

* Context switch

수행 중이던 태스크의 동작을 멈추고, 다른 태스크로 전환하는 과정을 context switch라고 한다.

Kernel은 context switch가 일어나면 태스크가 그 시점에 어디까지 수행했는지, 현재 CPU의 register 값은 어떤지 저장해둔다(context save). 이런 값들은 thread\_struct 필드에 저장된다.

스케줄링과 context switch, save는 모두 커널 수준에서 동작한다. 따라서 context switch가 일어나면 사용자 수준에서 커널 수준으로 상태를 전이해야 하고, 태스크 A에 할당된 커널 스택에 CPU 레지스터 정보가 저장된다. 그 후 스케줄링을 통해 context switch를 하게되면 thread\_struct에 CPU register 정보를 저장하게 된다. 그 다음 실행될 태스크 B의 CPU register 정보를 복원하고, 커널 수준에서 작업이 모두 완료되었다면, B의 커널 스택에서 CPU정보를 복원한 후 사용자 수준으로 상태 전이를 하게 된다.

CH4

* Virtual memory(가상 메모리)

가상 메모리는 실제 시스템에 존재하는 물리 메모리의 크기와 관계없이 가상적인 주소 공간을 사용자 태스크에게 제공한다. 32bits CPU의 경우 word의 크기가 32bits이기 때문에 표현할 수 있는 주소의 크기가 (4GB)이고 64bits CPU의 경우 (16EB)다. 따라서 32bits의 CPU인 경우 각 태스크마다 4GB의 메모리 공간을 가지고 있다고 생각할 수 있다.

프로그램은 보조기억장치(HDD, SSD)에 저장이 되어있다가 실행이 될 때 주 기억장치(RAM)에 load(적재)가 되는데 프로그램의 크기가 RAM의 크기보다 크거나 여러 프로그램일 경우 문제가 발생할 수 있다. 따라서 태스크마다 가상 메모리를 지정해주고 프로그램이 실행될 때만 RAM에 laod가 된다. 즉, 여러 개의 프로그램이 돌아갈 경우 당장 실행되는 프로그램만 RAM에 적재가 되고, 큰 프로그램일 경우는 프로그램 하나일지라도 모든 부분이 한번에 실행되지는 않기 때문에 실행되고 있는 부분만 RAM에 load하는 방식으로 가상 메모리를 활용한다.

* Physical memory(물리 메모리)
  + SMP(Symmetric Multiprocessing)

메모리 주소에 접근하는데 모든 프로세서가 같은 cost를 같는 멀티프로세서를 의미한다. 초기에는 cache가 없는 SMP 구조였지만 각 프로세서가 같은 bus를 사용하기 때문에 data traffic을 줄이고 속도를 향상시키기 위해 각 프로세서마다 cache가 있는 형태로 발전했다. UMA(Unified Memory Access)라고 불리기도 한다.

* + NUMA(Non-Unified Memory Access)

NUMA는 멀티프로세서에서 메모리 접근 시간이 로컬 메모리와 프로세서 간의 관계에 의존적인 것을 말한다. 프로세서는 자신의 로컬 메모리에 다른 메모리 접근이 빠르다. NUMA에는 특정 프로세서의 과부하를 줄이고, 태스크와 데이터 간 관련성을 알 수 있다는 장점이 있다.

* Node

리눅스에서는 접근 속도가 같은 메모리의 집합을 [bank](#Appendix_C)라고 하는데 이 bank를 표현하는 구조를 Node라고 한다. 하나의 Node는 pg\_data\_t 구조체로 표현된다.

* Zone

Zone은 유사한 속성의 페이지 프레임들의 집합이다.

ISA 버스[[12]](#footnote-12) 기반의 디바이스는 동작을 하기 위해 물리메모리 중 16MB 이하 부분을 할당해줘야 하는 경우가 있다. ISA 버스 구조에서도 원활히 리눅스가 수행되기 위해 16MB 이하의 부분을 따로 관리할 수 있도록 하는 자료 구조를 zone이라고 한다. 리눅스에서 16MB 이하의 메모리는 ZONE\_DMA라 하고, 이상의 메모리를 ZONE\_NORMAL이라고 한다.

32bit system에서는 리눅스 커널은 1GB의 가상 공간을 차지한다. 따라서 물리 메모리가 1GB가 넘어간다면 1대 1로 매핑할 수 없다. 따라서 물리 메모리가 1GB 이상이라면 896MB(아키텍쳐마다 다르다.)는 물리 메모리와 1대 1로 매핑해주고 그 이상은 필요할 때 동적으로 물리 메모리에 할당해준다. 1대 1로 매핑되는 부분을 ZONE\_NORMAL이라 하고, 그 이상의 부분을 ZONE\_HIGHMEM이라 한다. 1대 1로 물리 메모리와 매핑되는 ZONE\_DMA, ZONE\_NORMAL은 커널 메모리 할당 시 가장 빠르게 접근할 수 있는 영역이다. 또한 32bit에서는 영역의 크기가 제한되어 있기 때문에 cost가 비싼 영역이고 물리 메모리가 할당될 때, ZONE\_HIGHMEM이 모두 소진된 후에 할당이 된다.

64bit system인 경우, 가상 메모리가 모든 물리 메모리 영역에 1대 1로 할당이 될 수 있기 때문에 ZONE\_HIGHMEM을 따로 만들지 않는다.

ZONE\_DMA

ZONE\_NORMAL

ZONE\_DMA

ZONE\_NORMAL

ZONE\_HIGHMEM

32bit system 64bit system

또한 ZONE이 꼭 여러 개가 존재해야 하는 것이 아니라 아키텍쳐에 따라 1개만 존재할 수도 있다.

또한 ZONE\_MOVABLE, ZONE\_DEVICE 영역도 존재한다. ZONE\_DEVICE는 ZONE\_DMA와 다르게 CPU에서 대용량 디바이스 메모리(PMEM[[13]](#footnote-13), HM)에 접근하여 사용하기 위한 영역이다.

* Page frame

물리 메모리의 최소 할당 단위를 페이지 프레임이라고 한다. (가상 메모리의 최소 할당 단위는 페이지) 즉, 여러 개의 페이지 프레임이 ZONE을 구성하며, 하나 이상의 ZONE이 Node를 구성하고, Bank[[14]](#footnote-14)의 개수(UMA or NUMA)에 따라 하나 이상의 Node가 리눅스 전체 물리 메모리를 관리한다.

* Buddy allocator

메모리 부하와 외부 단편화를 해결하기 위해 도입되었다.

Buddy 할당자는 ZONE 구조체에서 free\_area[] 배열에 의해서 구축된다. Free\_area는 10개의 엔트리를 가지고 있는데 free\_area가 관리하는 할당의 크기를 나타내며, 즉, 4MB(2^10 \* 4KB)까지 할당할 수 있다. Free\_area 구조체는 free\_list와 map을 통해 할당된 페이지 프레임을 list와 bitmap으로 관리한다.

예를 들어 색으로 칠해진 페이지 프레임들을 사용하고 있고 나머진 free 상태라 볼 때, 색으로 칠해진 비트가 할당되고, 색으로 칠해진 비트가 해제되었다고 하면,
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|  |
| --- |
| .  .  4 |
| 3 |
| 2 |
| 1 |
| 0 |

|  |
| --- |
| 4 |

<free\_list>

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Pages | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| order(0) | 0 | | 0 | | 1->0 | | 0 | | 0 | | 1 | | 0 | | 0 | |
| order(1) | 0 | | | | 0 -> 1 | | | | 1 -> 0 | | | | 0 | | | |
| order(2) | 0 | | | | | | | | 1 | | | | | | | |
| order(3) | 0 | | | | | | | | | | | | | | | |

<bitmap>

Order(0)는 free\_area[0]와 같은데, order(n)은 연속된 2^n개의 페이지 프레임이 free 상태로 존재하는지를 나타내 준다. 예를 들어 2개의 연속된 페이지 프레임을 할당받아야 할 때, 비트맵에서 order(1) 부분을 확인해 1로 된 부분이 있으면 bitmap을 0으로 수정하고 할당해 준다. 만약 없다면, 보다 큰 order(n)에서 연속된 2^n개의 페이지 프레임을 분할해, 할당하고 bitmap을 수정해준다. 이때, 나누어진 두 부분을 buddy라고 부르며 이때문에 buddy allocator라고 부른다. 해제할때도 마찬가지로, 해당 부분을 해제하고 bitmap을 수정해준다.

* Lazy buddy

Lazy buddy는 할당과 해제로 인한 오버헤드를 줄이기 위한 할당자 구조다. Buddy는 ZONE마다 유지되고 있는 watermark의 값과 사용가능한 페이지 프레임 수를 비교한다. 가용 메모리가 충분한 경우 페이지 병합 작업을 최대한 미루고 메모리가 부족해질 때 병합 작업을 수행한다.

메모리를 반납하는 함수는 \_\_free\_pages()이고, 할당하는 함수는 \_\_alloc\_pages()다. \_\_free\_pages() 함수는 내부적으로, MAX\_ORDER(위에서는 10)만큼 loop를 돌며, 해제된 해당 페이지 프레임이 버디(옆 메모리)와 합쳐져 상위 order에서 관리될 수 있는지 확인하고, 가능하다면 order의 nr\_free를 변경해준다.

* Slab[[15]](#footnote-15) allocator

프레임 페이지보다 작은 메모리를 요청한다면? 그래도 최소 1개의 페이지 프레임을 할당해줘야 하는 내부 단편화가 발생한다. 따라서 slab allocator가 도입되었다.

미리 몇 개의 페이지 프레임을 할당받아 자주 할당되는 크기로 분할해 둔다. 따라서 페이지 프레임보다 작은 메모리가 할당 요청을 받을 시 buddy가 아니라 slab에서 메모리를 할당해주고 해제받는다. 일종의 cache처럼 사용되는 메모리 관리 정책을 slab allocator라고 한다. Cache는 커널 내부에서 자주 할당되는 크기를 가지고 있고, cache가 여러 개의 slab으로 이루어져 있으며, slab은 다시 객체로 구성된다. Slab은 상태에 따라 free, partial, full로 구성되며, slab allocator에서 적당한 크기의 cache에서 객체를 할당해준다.

Cache를 효율적으로 관리하기 위해 kmem\_cache라는 자료 구조가 정의되어 있다. 이 구조체는 각각의 cache가 가진 객체의 크기를 표현한다. Slab allocator로부터 객체를 할당받는 함수는 kmem\_cache\_alloc()이고, 해제하는 함수는 kmem\_cache\_free()다. Cache가 꽉 찼다면 slab allocator는 buddy allocaotr로부터 kmem\_cache\_grow()함수를 호출해 더 할당받는다.

하지만 slab은 많은 cache와 그에 따른 메타 데이터 때문에 필요 이상의 메모리를 필요로 하는 경우가 있다. 따라서 이를 보완하기 위해, Slub allocator가 개발되었다. Slub으로 할당된 객체들은 다음 같은 slub내의 다음 free 객체에 대한 포인터를 직접 포함한다. 또한 slub의 메타 데이터는 page 구조체 내부에 존재해, 별도의 메모리를 낭비하지 않는다. 또한 동일한 크기의 객체에 대한 cache는 통합하여 관리하기에 데이터 효율을 높였다. 하지만 page 구조체가 지저분해지는 단점이 존재했다.

Slob은 slub의 overhead도 줄이기 위한 방법이다. (주로 메모리의 효율적인 사용이 중요한 곳에서 사용) 페이지를 작은 단위로 나눠, 이를 블록으로 묶어서 수행하는 방식이다. Slab이나 Slub과 다르게 특정 객체를 위한 것이 아니라 일정한 크기 내의 모든 할당 요청을 처리한다. First-fit[[16]](#footnote-16) 알고리즘을 사용한다. 구조체의 경우 slub과는 다르게 slob\_page 구조체를 따로 만들고 page 구조체와 연결하여, 필요한 필드에만 접근할 수 있도록 하였다.

* Virtual memory

Task\_struct 구조체에서 메모리 관련은 mm\_field에 있다.

mm\_struct는 region[[17]](#footnote-17)을 관리하고RBtree로 연결되어 있는 vm\_area\_struct, 주소 변환을 위한 pgd, 가상 메모리를 위한 변수들을 갖는다.

가상 메모리에서 변수들은 그림과 같이 0번지부터, start\_code, end\_code, start\_data, end\_data, start\_brk, brk(heap 영역의 끝)로 구성되어 있으며, stack은 kernel의 아래부분부터, 환경변수와 초기인자 이후부터 아래로 커진다.
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Kernel space

arg

Stack

Stack\_start
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bss

Text(code)

data

가상 메모리 역시 page가 모여, vm\_area를 구성하고, vm\_area\_struct로 관리한다.

* vm\_area(VMA)는 하나의 태스크에 여러 개가 존재할 수 있다. VMA는 겹치지않으며, 서로 인접할 경우 하나로 생각해 처리할 수 있다.
* 물리 메모리와 가상 메모리의 변환

기본적으로 디스크의 파일 실행은 태스크를 할당하고 ELF의 포맷 구조에 따라 정해진 부분은 물리 메모리에 할당해주고, 약속된 가상 주소에 나머지를 연결시켜주는 것이다. 리눅스 커널은 페이지들을 페이지 프레임에 적재할 때, page table을 같이 만들어 주소 변환에 이용한다. 즉, sys\_execve() 시스템 호출이 파일의 일부를 읽을 때, free한 페이지 프레임들을 할당받고, page talble을 만들어, 가상 메모리와 연결한다. 그 후 태스크를 수행할 때 page table을 따라 주소 변환을 실시한다.

가상 주소를 물리 주소로 변환하는 과정을 paging이라고 한다. Paging은 가상 주소 번지를 페이지의 크기로 나누고, 그 몫을 page table의 entry로, 나머지를 index로 하여 물리 주소를 찾는다. 물리 메모리에 적재가 되지 않은 주소는 page fault가 발생하여 page\_fault\_handler가 호출된다. Handler는 free한 페이지 프레임을 할당받아 해당 프레임을 읽어 load 시킨다.

* 리눅스에서는 원활한 paging 작업을 위해 paging을 3단계로 나눴다.

가상 주소 공간을 이용하여 paging을 하게 되는데, mm\_struct에서 PGD -> PMD -> PTE -> 실제 물리 메모리 주소의 과정을 거쳐 변환한다.

실제 CPU의 경우 대부분 주소 변환을 지원하는 MMU를 가지고 있다.

CH5

* File system

보조 기억 장치(HDD, SSD)를 관리하는 소프트웨어. 이름을 사용자에게 입력 받아, 데이터를 리턴해준다. Meta data영역과 user 영역이 있는데 meta data는 data의 구조, 파일의 속성을 저장하고, 실제 데이터는 user 영역에 속한다.

* HDD

하드는 원판 모양의 트랙들과 트랙을 일정크기로 나눈 섹터로 구분된다. 섹터는 보통 512byte이며 4KB가 디스크 블록[[18]](#footnote-18)의 크기이기 때문에 디스크 블록 하나는 8개의 섹터로 이루어진다.

디스크에서 데이터에 접근하는 시간은 헤드를 요청한 곳까지 이동하는 탐색시간, 데이터가 있는 곳까지 원판이 돌아가는 회전 시간, 읽은 데이터를 전송하는 데이터 전송 시간으로 구성된다.

* 할당/해제
  + 연속 할당

불연속할당에 비해 파일을 읽는 속도가 빠르지만 파일의 크기가 변해, 디스크 블록을 더 할당받아야 한다면 불연속이 되는 단점이 있다. 따라서 연속 할당을 위해 다른 곳에 통째로 복사하는 경우는 성능이 저하되는 문제가 있다.

* + 불연속 할당

디스크 블록에 불연속적으로 저장하지만 데이터가 저장된 블록의 번호를 알 수 있는 정보를 기록해야 한다. 따라서, 블록체인 기법, 인덱스 블록 기법, FAT 기법 등을 사용한다.

1. 블록 체인 기법

각 블록에 포인터를 두어, 다음 블록과 연결해 놓는 방식이다. 하지만 블록 하나가 유실되면 모든 데이터를 잃는다는 단점과 끝부분의 데이터만 읽을 때도 모든 데이터를 거쳐야 한다는 단점이 있다.

1. 인덱스 블록 기법

블록들에 대한 정보를 기록한 인덱스 블록을 따로 사용하는 방법이다. 원하는 데이터에 대해 바로 접근할 수 있다는 장점이 있지만, 인덱스 블록을 유실했을 때엔 모든 데이터를 유실할 수 있고, 파일이 커져 인덱스 블록의 크기가 한 블록보다 커질 때의 문제도 있다.

1. FAT 기법

같은 파일에 속해있는 블록들의 위치를 FAT이라는 자료 구조 안에 저장하는 방식이다. 파일 하나하나마다 인덱스 블록이 있는 인덱스 기법과 달리 파일 시스템이 하나의 FAT 자료 구조를 가지고 있어, 모든 파일을 하나의 FAT 자료 구조로 관리하는 것이 특징이다.

* FAT 파일 시스템

FAT 파일 시스템에서는 meta data를 FAT table, Directory entry, Super block으로 구성된다.

FAT table은 위에서 설명한 것과 같이 FAT 구조의 블록마다 다음 데이터의 블록 정보를 담고 있다. 데이터의 끝은 FF로 쓰여진다.

Directory entry는 각 파일마다 하나씩 갖는다. (msdos 파일 시스템에서) 리눅스에서는 파일과 디렉터리를 따로 구분하지 않기 때문에 Directory entry가 모여 Directory를 만든다. 즉, Directory는 자신을 포함한 파일들의 이름을 저장하고 있는 특수한 파일이다. Directory entry에는 파일이름과 확장자를 담는 name, 파일의 속성과 시간 정보(만들어진 시간, 수정된 시간 등등), 파일의 크기, FAT table을 사용하기 위해 데이터의 첫 블록이 있는 table 번호인 start등이 있다. 따라서 사용자가 파일의 name을 변수로 파일 읽기를 하면 같은 name을 가진 Directory entry를 찾아, start 변수를 구해 FAT table에서 데이터에 대한 정보를 받아오는 식으로 데이터 읽기가 진행된다. 이 과정에서 탐색하고자 하는 name을 가진 Directory entry를 쉽게 찾기 위해 CWD(Current Work Directory)나 절대 경로를 통해 읽는다.

예를 들어, /home/member/Nakkwan/nak.txt 라는 파일을 읽어올 경우, 파일 시스템은 /의 디렉토리 엔트리를 읽고, block에서 home이라는 블록의 번호를 찾아 이동한 후, home에서 다시 nakkwan의 번호를 찾은 다음 nak.txt로 이동하는 방식이다. 앞서 말한 Directory entry에 nak.txt가 Directory가 아니라 파일이라는 것을 알려주기 때문에 파일이라는 것을 알 수 있다. /의 Directory entry 번호는 파일 시스템이 최상위 디렉터리가 위치한 곳을 디스크 맨 앞부분에 저장하고 있기에 언제든 알 수 있고 /하위의 모든 파일을 찾을 수 있다. 이를 Super block이라고 부른다.

Super block에는 sector의 크기, cluster의 크기, FAT table의 위치, root\_directory의 위치 등이 담겨있다.

전체적으로 FAT의 구조는 다음과 같다. (FAT32 기준)

|  |  |  |
| --- | --- | --- |
| Reserved  Area | FAT  Area | Data  Area |

Reserved Area는 3부분으로 나뉘는데

|  |  |  |
| --- | --- | --- |
| Boot  Sector | FS Information  Sector | More Reserved Sector |

* 우선적으로 Boot Sector는 FAT파일 시스템에 대한 전체적인 구조와 BootStrapcode가 들어있다.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 00 | 01 | 02 | 03 | 04 | 05 | 06 | 07 | 08 | 09 | 10 | 11 | 12 | 13 | 14 | 15 |
| Jump Boot Code | | | OEM Name | | | | | | | | BPS | | SP | RS | |
| FAT | RDE | | Total 16 | | MT | FAT Size 16 | | SPT | | HEAD | | Hidden Sector | | | |
| Total 32 | | | | FAT Size 32 | | | | EXT Flags | | FSV | | Root Directory Cluster | | | |
| FSI | | BRBS | | Reserved | | | | | | | | | | | |
| DN | Rv | BS | Volume ID | | | | Volume Label | | | | | | | | |
|  |  | File System Type | | | | | | | |  |  |  |  |  |  |

파티션의 첫번째 섹터에 기록되는 Boot Sector의 구조다. 중요한 것들만 설명하자면

1. Jump Boot Code: Boot Code가 저장되어 있는 부분으로 점프하기 위한 곳
2. BPS(Bytes Per Sector): 섹터의 크기(ex) 512bytes)
3. SP: Sector Per Cluster
4. FAT: FAT 개수 (FAT table이 유실되면 데이터 모두가 유실되기 때문에 여러 개를 저장한다.)
5. FAT Size 16, 32: FAT의 크기를 Sector의 개수로 표현
6. Root Directory Cluster: /가 있는 데이터 블록의 번호
7. FSI(File System Information): File System Information 구조체의 위치

Boot Sector는 0번째 Cluster와 백업을 위한 6번째 Cluster에 저장된다.

* File System Information Sector는 파일 시스템의 사용현황을 저장하는 Sector로, 1번째 Cluster와 백업을 위한 7번째 Cluster에 저장된다.
* More Reserved Area는 Boot Sector의 코드 부분이 부족할 경우를 위한 추가적인 Sector다. 2번 Cluster에 저장되고 8번 Cluster에 백업된다.
* FAT Area

FAT Area는 FAT 1과 FAT 2 두 부분으로 나뉜다. FAT 2 영역은 FAT 1이 손실되었을 때를 대비한 백업 영역이다.

FAT Area는 위에 설명한 것과 같이 데이터 영역에 저장된 파일들의 할당에 대한 정보를 포함한다.

* Data Area

Data Area는 FAT 영역이 끝난 후 2번째 Cluster부터 시작된다. (Root Directory의 번호가 대부분 2번인 것도 같은 이유인 것 같다) 0번째와 1번째 Cluster는 미디어의 타입, 파티션의 상태에 관한 Cluster다.

* Inode구조 (Inode descriptor)

Inode 구조는 ext파일 시스템 계일이 쓰고 있다. Inode는 FAT과 비슷하게 파일에 대한 구조를 담고 있다. 파일이 가진 블록의 수, 속성, 접근 제어, 생성자, 소유자, 시간(만든, 수정 시간) 등을 담고 있다. 파일의 속성, 접근 제어를 나타내는 i\_mode필드에 대해 좀 더 알아보면, 16비트로 구성되어 있다. 상위 4개의 비트는 파일의 유형을 나타낸다.

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 15 | 14 | 13 | 12 | 11 | 10 | 09 | 08 | 07 | 06 | 05 | 04 | 03 | 02 | 01 | 00 |
| 파일 유형 | | | | 실행 플래그 | | | 사용자 | | | 그룹 | | | 다른 사용자 | | | |
|  |  |  |  | u | G | s | r | w | x | r | w | x | r | w | x |

첫 4개의 bit는 파일의 유형을 나타낸다. 파일의 유형으로는 정규파일, 디렉터리, 문자 장치 파일, 블록 장치 파일, 링크 파일, 파이프, 소켓 등이 있다. 그 다음 3개의 bit는 실행 플래그로 쓰이고, 0~8비트는 각각 사용자, 그룹, 다른 사용자에 대한 읽기, 쓰기, 실행에 대한 접근 제어를 위해 쓰인다.

또한 이러한 필드들 다음 inode의 하단부에는 i\_blocks[15] 필드가 존재한다. 이 15개의 entry중 12개는 직접 블록, 3개는 간접 블록이다. 간접 블록이란 디스크 블록을 가르키는 포인터 블록이라는 뜻인데, 3개의 간접 블록은 각각 단일, 이중, 삼중 간접 블록으로 나뉜다.

만약 원하는 파일의 offset이 10000이라면 어떤 entry에 접근을 해야하는가? 데이터 블록의 크기가 4KB라면 10000 / 4KB, 즉 3번째 데이터 블록에 접근해야 한다. Offset이 50000일 경우에는 첫번째 간접 블록에 접근해야 한다.

왜 간접 블록을 쓰는 것인가? 직접 블록은 12 \* 4KB, 즉 48KB의 파일 크기 밖에 지원하지 못한다. 따라서 간접 블록을 통해 더 큰 파일에 대해서도 지원한다.

단일 간접 블록의 경우, 인덱스 블록은 다음 블록을 가르키는 포인터 블록으로 구성된다. 따라서 각 포인터가 4byte가 필요하다면 하나의 디스크 블록에 1024개의 포인터가 존재한다. 따라서 단일 간접 블록의 경우, 1024 \* 4KB = 4MB의 파일 크기를 지원할 수 있다. 마찬가지로 이중 간접 블록의 경우, 포인터를 가진 블록이 두개이기 때문에 4GB, 삼중 간접 블록의 경우 4TB의 파일 크기를 지원할 수 있게 된다.

Inode 역시 Directory entry로 파일 이름과 연결된다. Directory entry에 파일의 name, inode의 번호 (inode table에서의 inode 번호를 의미) 등을 담고 있다.

FAT 구조와 inode 구조의 다른 점은 FAT은 모든 파일을 하나의 Directory entry에서 관리하지만 inode는 파일마다 Directory entry가 존재한다.

* Ext2 파일 시스템

파일 시스템은 디스크를 관리한다. 디스크가 장착되면 사용자가 partition을 나눌 수 있다. 파일 시스템은 이 partition당 하나씩 생성되게 된다.

파티션에 ext2 파일 시스템이 만들어지면 파티션은 복수개의 Block Group으로 나뉜다. Ext2는 디스크의 데이터 탐색 시간을 줄이기 위해 인접한 실린더를 block group으로 묶는다. 따라서 구축된 파일 시스템은 Boot block과 block group들로 이루어지는데 block group은 Super block, block group descriptor, block bitmap, inode bitmap, inode table, data block 등으로 이루어 진다.

1. Super block

각 block group의 첫번째에 위치한다. 해당 파일 시스템에 관련된 정보를 저장한다. (블록의 크기, 총 블록의 개수, 블록 그룹의 개수, inode 개수, 그룹 내의 inode/block의 개수)

Super block이 손상되면 전체 파일 시스템에 대한 정보를 잃기 때문에 Super block은 모든 Block group에 저장한다.

1. Group Descriptor Table

Super block 다음에 위치한다. 각 Block group에 대한 정보를 저장한다. (Block bitmap의 블록 번호, inode bitmap의 블록 번호, 첫 번째 inode table block의 번호, 그룹안의 빈 블록수, inode 수 등등) 마찬가지로 손상되면 안되기 때문에 모든 block group에 저장된다.

1. Block Bitmap

그룹 내의 각 블록의 사용여부를 나타낸다. 4KB가 블록의 default면 32KB개의 블록의 사용여부를 표시가능. 빈 공간을 관리하기 위해 사용한다. Bitmap은 한 블록 내에만 존재해야 한다. 따라서 블록의 크기가 4KB인 파일 시스템은 Block Group당 4096 \* 8개 이상의 블록을 가질 수 없다.

1. Inode Bitmap

그룹 내의 각 inode의 사용여부를 나타낸다. 역시 빈 공간을 관리하기 위해 사용한다.

1. Inode Table

Inode의 정보를 나타내는 [inode descriptor](#Inode_descriptor)로 구성됨

1. Data block

실제로 데이터가 저장되어 있는 block

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Super  Block(1개) | Group  Descriptor(K개) | Datablock  Bitmap(1개) | Inode  Bitmap(1개) | Inode  Table(N개) | Data  Blocks(M개) |

만약 파일을 읽어온다면

1. Group descriptor에서 root Dir의 inode 번호와, Inode table의 위치를 받아와 Root Dir의 Inode descriptor에 접근한다.
2. Root Dir의 data가 저장되어 있는 데이터 위치를 읽어, 데이터에 접근한다.
3. Data에서 원하는 파일이 있는 Dir의 Inode, 혹은 원하는 파일이 있다면 그 파일의 Inode 번호를 읽는다.
4. Inode table에서 파일/Dir의 Inode descriptor의 위치를 찾아 접근한다.

* Ext3, Ext4

Ext3와 ext4는 ext2의 성능을 향상시킨 것이다.

* + Ext3

1. 단순 연결 리스트로 Dir를 연결한 ext2와 달리 Hash 기반 Htree로 구성해 빠른 Dir 탐색을 가능하게 했다.
2. Journaling 기술을 도입해, 읽기/쓰기 도중 오류를 허용할 수 있도록 했다. Journal은 write transaction이 일어나는 영역을 따로 할당했다. Transaction이 디스크에 쓰는 것을 완료하면 journal안의 데이터를 commit하고, 해당 작업이 commit 되기 전에 손상을 입는다면 새로 재부팅된 시스템은 journal영역만을 없애, 기존 파일의 손상을 보호했다. Journaling에는 세가지 모드가 있다.
   * + Journal: 위험성이 가장 낮지만 성능이 크게 저하될 수 있는 모드다. 메타 데이터와 파일 데이터를 모두 저널에 기록한 후 파일 시스템이 commit한다.
     + Ordered: 메타 데이터는 저널에 기록하지만 파일 데이터는 파일 시스템에 직접 쓴다. Ordered라는 이름처럼 순서가 있는데, 첫째, meta data를 journal에 기록한다. 둘째, data를 파일 시스템에 쓴다. 셋째, journal에 있던 meta data가 파일 시스템에 쓰인다. 기록 도중 쓰이고 있던 파일 데이터는 보존 못하지만 이미 쓰인 파일에 대해서는 보호할 수 있다.
     + Writeback: ordered처럼 meta data는 journal에 쓰이지만 파일 시스템에 기록되는 순서는 없다. 파일 시스템에 대한 보호만 가능하여 쓰고 있던 data는 물론, 이전에 기록된 data의 보호에도 취약하다.
3. Online-resizing이 가능하다. Ext2에서는 한번 파일 시스템이 구축되면, 파티션의 용량을 늘이거나 줄일 수 없었다. 하지만 ext3에서는 LVM(Logical Volume Manager)을 통해, 파일 시스템이 관리하는 용량을 동적으로 늘이고 줄일 수 있다.
4. Ext2구조의 파일을 손상없이 ext3로 바꿀 수 있다.
   * Ext4
5. 파일 시스템의 일관성과 속도 향상을 위해 preallocation 기법을 도입했다.
6. 단편화 방지를 위해 Delayed allocation 기법을 도입했다.
7. 대용량 파일의 meta data를 줄일 수 있는 extent기반 데이터 블록 유지다.

APPENDIX

1. Difference of kernel space, user space

RAM은 User space와 Kernel space 두 부분으로 나뉘어 있다.

User space는 일반적인 사용자 프로세스(프로그램)가 돌아가는 영역이다. 프로세스는 커널에 직접적으로 접근할 수 없다.

하지만 Kernel space에서는 System call을 호출해 kernel에 접근할 수 있다. System call은 kernel에서 software interrupt처럼 동작한다.

커널은 메모리의 일부분에서 실행되는데 User space의 application/process를 관리하는 역할을 해준다. System call을 통해 interrupt가 Kernel에 보내지면 적당한 interrupt handler가 역할을 수행한다.

1. Type of Memory, RAM

* ROM: Read Only Memory로써, 한번 쓰면 수정이 불가능하다. 하지만 읽는 속도가 빠르기 때문에 바뀌지 않고 지워지면 안되는 곳에 사용한다.
* EPROM: ROM과는 다르게 프로그래밍이 가능하지만(자외선을 이용해서 지움), 내용을 삭제하려면 칩을 빼줘야 한다.
* EEPROM: EPROM과는 다르게 보드에서 빼지 않고도 삭제가 block단위로 가능하다. 하지만 용량이 작고 느리다
* SRAM(Static RAM): transister가 6개가 사용되는 flip-flop에 bit를 저장한다. 전원이 유지되면 내용이 유지되며, 집적도가 DRAM에 비해 떨어지지만 속도가 빨라, cache에 사용된다.
* DRAM(Dynamic memory): transistor 1개와 축전기 1개로 구성되어있으며, 축전기에 전하의 형태로 bit가 저장된다. 집적도가 SRAM에 비해 뛰어나지만, 축전기에 전하가 방전이 되기 때문에 주기적으로 refresh를 해주어야 한다.
* Flash Memory: Cell transister라고 불리는 MOSFET(정확히는 MOS의 floating gate)에 전하를 축적하여 데이터를 보존한다. 축적된 전하는 산화막에 갇혀 비휘발성을 지닌다.
  + NAND: 직렬 연결 방식이고, 집적도가 높아, 대용량으로 만들기 쉽다. 읽을 때 Random Access가 불가능하기 때문에 읽기속도에 비해 쓰기/지우기 속도가 빠르다.

직렬 연결 방식이기 때문에 지우거나 쓸 때 block 단위로 수행을 해야하며, 한 부분이라도 고장이 나면 전체를 바꿔야하는 매커니즘이 NAND와 비슷해, NAND FLASH MEMORY라고 불린다.

* + NOR: 병렬 연결 방식이고, 집적도가 낮다. 읽기속도는 빠르나, 쓰기/지우기를 할 때, 속도가 느리다. 프로그램의 bit화가 가능하기에 NOR FLASH MEMORY라고 불린다.

1. Memory Access in hardware

메모리에서 locality(접근성)는 크게 두가지로 나뉜다.

1. Temporal(시간적 접근성): 최근에 쓴 데이터를 다시 쓸 확률이 높다.
2. Special(공간적 접근성): 인접해 있는 데이터에 접근할 확률이 높다.

또한 CPU에서 메모리를 참조할 때의 관계는

CPU

L1 cache

HDD, SSD, etc…

L2 cache

DRAM

Bandwidth increase Latency & Size

increase

RAM architecture에서 CPU의 RAM으로의 데이터 추출 과정은 다음과 같다.

Storage cell

Row Decoder

Col Decoder

![](data:image/png;base64,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)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGEAAAA1CAYAAABRGYVCAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAANnSURBVHhe7dRbjxRFFAfwGY2IEgNCvERiYlbjFQyICwhqwCBK1BhMVk0EwpogaAhe0LBqSNld1bOzDLM91XXtnt2sS+LLfAC+3npOb3ecGOPTPhj8/5JJVZ2pqu6uU1UdAAAAAAAAAAAAAAAAAAAAAACArZJqf6ip1vVFMz7B9e+Hw4cW/B+PtvHJZHJ/W5fGzUu3cprbsAWy0fiJtPAis9WlZDkcp0X+Ms39C6Jw36TGybRw55Sp3lPGXVG6Oip1fFZa/4s08W5W+LdSE/erwp9ppuvIIn7WVOuE8S+hfj1rn2vCnX5Z7mz/a0KdjY2NLpc8Xx1oKBNfa6qtLo072NTvDUkej4jJZNv0gtQL5MeHVFHy4taLI3V5jJJ1Xenwc8/EN3jMYgjP0CK9rorqQqLdR7319T1lWT4sRn6fNOG2suFjZfxXysZrcuQXtNYPcgJUEQ7TXDcTS88eFoeFWNueOveSGoWzNNfF1IVvExdPUnJvpjp8Km38Wub2bX4PFX7fm2n9GD+XnvUAj+U4z92eVmXKOS7npk4vl9cHgx08justTv7S0sojsvCnuN0z1fO08T5px/C3cjm4c2dHaspfpXbHMvq+6fUSw/Huprp1+OO4TG31Sh34Cyek2+7aVp00OjFcz0z5OZ2WHygpJ/u+Olp3INKGL/iDbvT7O5PcHqFQl07T/K0Qjmdh9WXuw/MkRfxgMcb9UgedmfG7PK+kK5JPoMqrA7QxrorcnOD45n9xPqHkSVtepg0ieZ6eWd8jlldn6j4055JZeSrR/ruec6e5LarqAPfr93lDxGv1PIV/h97xcmLC2SFdxRxLRm52QImjMQfVMOzN3PjV1FQf0ia6yJtSCHHfLWuflEW4xN+2uOxneN7/BCEm20Se72qaNd6pbYx3Mi9GfRVSosXAP85xeds9zWW96+h/rk+XsihPccknkGOMFtHLkX1T0TXKi8H/J8bPUXuJrtEb3Kdnw1U+VcL7md+0Pc8nUbl4JR3Fc1lRvkgniN53bRePz0xcTYuQJ6NylhKzwOMTX57hk0Jxy206P92eK2dT63+izfE+v3eiw49/v0r/d6ZPZ5u4aZSAzUQ31w7jndz25XodJGJt84r7N/VVSFfvPz0LAAAAAAAAAAAAAAAAAAAAAOCe0On8CcLkuLfi8UUgAAAAAElFTkSuQmCC)![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABAAAAA0CAYAAACDzrhBAAAAAXNSR0IArs4c6QAAAARnQU1BAACxjwv8YQUAAAAJcEhZcwAADsMAAA7DAcdvqGQAAABaSURBVEhLYxgFo2AUjIJRMApIAbkTJ7I3TZxmDOUSD5A1gQyBMkkD7dOmCbZMnmFU3z9dASpEPKiv388CZTKEhq5ihjJJA82TZilCmaNgFIyCUTAKRgJgYAAAYd0RN0EsWEEAAAAASUVORK5CYII=)

Sense amplifier/Driver

Word line

Bank

1. CPU가 메인보드에 데이터 요청
2. Chip set이 데이터의 행 주소를 메모리에 전송
3. 메모리의 행 주소 버퍼에 주소가 들어오면 sense amp가 행의 모든 cell을 읽음 (RAS, Row Access Stobe)
4. 열 주소를 버퍼에 받고 해당 cell을 읽음 (Column Access Stobe)
5. 읽은 데이터를 출력 버퍼에 load
6. 메인보드의 chip set이 내용을 읽고 CPU에 전달

따라서 위해 이전의 데이터 같은 행에 있는 데이터를 요청할 시 RAS-CAS latency가 줄어들어, 데이터를 읽는 속도가 더 빠르다. (CAS과정만 하면 되기 때문이다.)

1. 일정시간 동안 한 task가 CPU를 사용하고 시간이 지나면 다음 task가 사용하는 방식 [↑](#footnote-ref-1)
2. Windows NT, Mac OS에서 사용 [↑](#footnote-ref-2)
3. 모듈화와는 다르게 독립성이 없는 소프트웨어 블록들의 집합으로 이루어진 소프트웨어.

   Monolithic는 최적화에 좋고, 속도가 빠르며, 경로를 단축시킬 수 있지만 유지보수가 힘들다. [↑](#footnote-ref-3)
4. 주 기억장치에 load되는 프로그램 분할의 기본 단위 [↑](#footnote-ref-4)
5. 프로그램을 한번에 처리할 수 있는 단위. Page 단위로 주 기억 장치에 로드하고 언로드한다. [↑](#footnote-ref-5)
6. 한정된 RAM의 한계를 극복하고자 disk같은 보조 저장 장치를 이용해, 디스크 공간을 메모리처럼 활용할 수 있게 해주는 기법이다. Disk에 존재하는 파일을 paging file이라고 하며, process는 가상 주소를 사용하고, 읽고 쓸 때만 MNU를 사용해 물리주소로 변환한다. Process가 RAM의 공간을 초과해, disk를 사용할 때는 물론, 성능이 저하된다. Thread는 각 process에 할당된 주소 공간에만 접근할 수 있다.

   가상메모리는 kernel space와 user space로 나뉘는데 kernel space는 kernel, driver 등을 실행시키기 위한 예비 메모리고 user space는 process에 할당되는 공간이다. [↑](#footnote-ref-6)
7. Process ID [↑](#footnote-ref-7)
8. 호출과 응답이 동시에 이뤄지지 않는 것. [↑](#footnote-ref-8)
9. 시간적으로 여러 제약을 갖는 task [↑](#footnote-ref-9)
10. 태스크가 생성되면 비트맵에서 그 태스크의 우선순위에 해당하는 비트를 set하고, 우선 순위에 해당하는 queue에 삽입한다. 스케줄링을 할때에 가장 우선순위가 높은 큐에 있는 태스크들을 선택한다. [↑](#footnote-ref-10)
11. Completely Fair Schedluer [↑](#footnote-ref-11)
12. CPU와 주변 디바이스와의 연결을 위한 16bit 버스 구조이다. 최근에는 32bit, 64bit의 디바이스가 많이 나와, 사라지고 있는 추세이며 PCI 버스로 교체되고 있다. [↑](#footnote-ref-12)
13. 메모리 버스에 상주하는 SSD라고 볼 수 있다. 메모리 버스에서 DRAM과 동일한 성능을 가진다. 즉, DRAM과 동일한 빠르기를 가진 비휘발성 메모리라고 할 수 있는데, DRAM보다 싸고, 크며, 영구적이라는 장점이 있다. 또한 PCI Express의 cache로 사용될 수 있다. [↑](#footnote-ref-13)
14. 접근 속도가 같은 메모리 집합 [↑](#footnote-ref-14)
15. <http://studyfoss.egloos.com/5332580> [↑](#footnote-ref-15)
16. 페이지를 하나의 블록으로 구성한 뒤 요청받은 크기만큼 할당해주고, 나머지를 다시 새로운 블록으로 구성한다. 중간에 할당되었던 블록이 해제되면 다음 free블록까지의 정보를 0,1번 unit에 저장하여, free\_block\_list를 구성한다. [↑](#footnote-ref-16)
17. 가상 메모리 공간 중 속성이 같고 연속인 공간 [↑](#footnote-ref-17)
18. Cluster라고도 불린다. 파일을 읽고 쓰는 최소 단위. [↑](#footnote-ref-18)